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在一個潛在龐大的資料集中，探索重要的模式通常具有相當大的價值。此類問題中最基本的形式是頻繁模式的挖掘，它的目的是發現在資料集中出現次數最多的項目集合。雖然已經有很多演算法來解決頻繁模式挖掘的問題，但是現實的環境通常更加複雜。例如：假設在數據集中，每一個項目都可能具有不同的價值，因此有了高效用模式挖掘，目的在於發現數據集中具有最高效用的項目集合。由於高效用模式不具有反單調的特性，因此高效用模式的子集不一定保證也是高效用模式。而缺乏反單調性特性，使得在龐大的數據集中挖掘高效用模式比頻繁模式更加困難。

在這項研究中，我們觀察到在現實生活中通常不需要進行確定性和精確性的高效用模式挖掘。相反，我們通常只需發現一些具有高概率是高效用模式的項目集，而不一定是真正具有最高效用的項目集。透過放寬這些要求，我們提出一種近似高效用模式挖掘演算法（PAHUPMA），他可以在給定的數據集中發現高效用模式，而無須掃描整個數據集。因此，高效用模式挖掘所產生的 IO 流量大幅減少，而顯著提升挖掘的性能。根據我們初步的實驗結果，PAHUPMA 所花費的只是現有演算法（如 HUI-Miner 和 HUPM）的一小部分。我們相信，PAHUPMA的優異性能能夠有效擴展高效用模式挖掘的應用範疇。
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In a potentially huge dataset, it is often useful to discover the important patterns. The simplest form of such problems is the frequent pattern mining, which asks to discover the itemsets that appear for most times in the dataset. While there have been quite some efficient algorithms for solving the frequent pattern mining problem, more sophisticated forms of the problems are often of greater interest. For example, given the utility of each item in the dataset, the high-utility pattern mining problem asks to discover the itemsets with the highest total utility in the dataset. As high-utility patterns do not exhibit the anti-monotonicity property, with which a subset of a high-utility pattern is guaranteed to be a high-utility pattern as well. Without the anti-monotonicity, the mining of high-utility patterns in a huge dataset becomes much more difficult than that of frequent patterns.

In this work, we observed that the deterministic and exact high-utility pattern mining is often unnecessary in practice. Instead, it often suffices to discover some, but not all, patterns that have a high, but might not 100%, probability to have a high, but possibly not the highest total utility, in the given dataset. By relaxing such requirements, we present a probabilistic approximate high-utility pattern mining algorithm (PAHUPMA), which can discover the high-utility patterns in a given dataset without scanning through the whole dataset. As a result, the IO traffic generated for high-utility pattern mining is significantly reduced, which remarkably enhance the mining performance. According to our preliminary experimental results, the latency of PAHUPMA is only remnants of that of the existing deterministic algorithms, such as HUI-Miner and HUPM. We believe that the outstanding performance of PAHUPMA can effectively extend the spectrum of applications of high-utility pattern mining.